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Summary
We review the latest trends and major developments in translational bioinformatics in the year 2011-2012. Our emphasis is on highlighting the key events in the field and pointing at promising research areas for the future. The key take-home points are:

- Translational informatics is ready to revolutionize human health and healthcare using large-scale measurements on individuals.
- Data–centric approaches that compute on massive amounts of data (often called “Big Data”) to discover patterns and to make clinically relevant predictions will gain adoption.
- Research that bridges the latest multimodal measurement technologies with large amounts of electronic healthcare data is increasing; and is where new breakthroughs will occur.
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Introduction
Summarizing an entire research field is an intrinsically hard problem and for the purpose of this survey, I rely on discussions among the Scientific Program Committee of the 2012 AMIA Summit on Translational Bioinformatics (TBI), the focus areas of the excellent submissions received at the 2012 Summit [1] and the year-in-review presentations of the past two years at the TBI Summit [2].

The key areas of activity at the 2012 Summit were focused on research that take us from base pairs to the bedside [3], with a particular emphasis on clinical implications of mining massive data-sets, and bridging the latest multimodal measurement technologies with large amounts of electronic healthcare data that are increasingly available. Among the submissions to TBI, those that stood out for their innovation were invited into a special issue of the Journal of the American Medical Informatics Association. These capture some the trends underway in translational bioinformatics. For example, Liu et al [4] demonstrated how the ability to predict Adverse Drug Reactions (ADRs) can be increased by integrating chemical, biological, and phenotypic properties of drugs. They demonstrated that data fusion approaches are promising for large-scale ADR predictions in both preclinical and post-marketing phases. Similarly, for advancing the state of the art on interpreting GWAS data, Russu et al. [5] introduced a novel Bayesian model search algorithm, Binary Outcome Stochastic Search (BOSS), for model selection when the number of predictors (e.g., SNPs) far exceeds the number of observations. Finally, advancing the science on using the genome-in-the-clinic, Morgan et al [6] constructed genomic disease risk summaries for 55 common diseases using reported gene-disease associations in the research literature. They constructed risk profiles based on the SNPs as well as based on 187 whole genome sequences and show that risk predictions derived from sequencing differ substantially from those obtained from the SNPs for several non-monogenic diseases—by as much as a factor of 20 times in some instances.

Beyond this year’s conference papers, in the larger informatics community, the following significant themes emerge over the past two years: 1) the genome has arrived at the door of the clinic [7, 8]. 2) “Big Data” approaches that compute on massive amounts of data to make clinically relevant predictions are poised for breakthroughs [1, 9-11]. 3) Efforts to bridge the latest multimodal measurement technologies with large amounts of electronic healthcare data are increasing. We refer to this emerging focus area as research on mass phenotyping.

Genome in the Clinic
Researchers from the eMERGE project recently demonstrated that GWAS can now be performed by leveraging large amounts of EMR data [12]. For example, Kho et al showed that by using commonly available data from five different EMRs it is possible to accurately identify T2D cases and con-
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In parallel, genomic sequencing has moved out of the research realm and established itself in the clinic. For example, at the Medical College of Wisconsin, Dr. Howard Jacob’s team used exome sequencing to identify a novel causal mutation that led to successful treatment of a 6-year-old boy with an extreme form of inflammatory bowel disease [7, 8].

In this landmark study, the authors used the patient’s medical history, genetic and functional data, to diagnose an X-linked inhibitor of apoptosis deficiency. Going a step ahead, they performed an allelic genetic hematopoietic progenitor cell transplant based on this finding to prevent the development of life-threatening hemophagocytic lymphohistiocytosis. Since treatment, there has been no recurrence of gastrointestinal disease, suggesting this mutation drove the gastrointestinal disease. This report demonstrates the power of exome sequencing to arrive at a molecular diagnosis in an individual patient in the setting of a novel disease, and illustrates clinical use of genomic sequencing. In recognition of the importance of such systematic clinical use of genomic information, the team’s activities were recently the focus of a PBS NOVA episode titled “Cracking your genetic code”.

With the increasing use of genomic information in the clinic, we are bound to be faced with having to interpret sequence variations that have not been observed and cataloged before. The problem is particularly acute in the case of multigenic diseases where known variants only contribute a small amount of risk. In research that attempts to find disease-causing variants in whole genome sequences, Yandell et al, develop a Bayesian method for prioritization of coding and non-coding variants combining several sequence features. They demonstrate the ability to detect rare variants in key genes in small cohorts, and common multigenic diseases.

Given the complexity of interpreting genomic information and the lack of comprehensiveness of current genomic variation databases—which are based on a small number of individuals, cover mostly Caucasian populations, and where the variant-to-disease correlations don’t generalize well—patients look to the scientific community to reliably detect disease and to predict their likelihood of responding to specific drugs. As a testimonial to the importance of this task, the Institute of Medicine recently published a consensus report on the Evolution of Translational Omics: Lessons Learned and the Path Forward. Inspite of the challenges ahead, it is now clear that the era of using the Genome in the clinic has arrived. It remains to be seen if the actual benefit obtained from using genomic information for patient care lives up to the promise genomic data has been hyped up to.

Big Data Goes Main Stream

Another clear trend over the past year was the adoption of “Big Data” and the associated change in mindset that Big Data analysis entails [15]. Currently, the discussion of Big Data in translational informatics frequently connotes next-generation sequencing data [10, 16, 17]. However, this is beginning to change: in 2011, the use of large public datasets of various kinds increased dramatically. As an example, let us consider the research activity around data mining for predicting adverse drug events (ADEs) [18] and novel drug indications using public data [19].

Currently drug safety surveillance is based on spontaneous reporting systems (SRS), which contain reports of suspected adverse drug events seen in clinical practice. In the United States, the primary database for such reports is the Adverse Event Reporting System (AERS) database at the US Food and Drug Administration agency (FDA). This resource has been successfully mined using disproportionality measures, which quantify the magnitude of difference between observed and expected rates of particular drug/adverse-event pairs [20, 21].

Given the amount of data available in AERS [22], researchers are developing methods for detecting new or latent multi-drug adverse events. For example, Tatonetti et al used side effect profiles from AERS reports to infer the presence of unreported adverse events [23-25], and Came et al created a network of known drug-ADE relationships to predict yet unknown ADEs before they are found in post-market evidence [26]. Making use of molecular level data, Pouliot et al generated logistic regression models to correlate and predict postmarketing ADEs based on screening data from PubChem, a public database of chemical structures of small organic molecules along with information about their biological activities. In a related effort, Vilar et al devised a way to enhance existing, data mining algorithms with chemical information using molecular fingerprints—which represent molecules through a bit vector that codifies the existence of particular structural features or functional groups—to enhance ADE signals generated from adverse event reports.

There have been increasing efforts to use other data sources, such as EMRs, for the purpose of detecting ADEs [29-31] and to discover multi-drug ADEs [32]. Researchers have also used billing and claims data for active drug safety surveillance [33-35] and applied literature mining for drug safety [36]. Recently Chee et al [37] explored the use of online health forums as a source of data to identify drugs for further scrutiny. They analyzed individuals’ opinions of drugs in roughly 12 million personal health messages using natural language processing and are able to identify drug withdrawals based on messages discussing them before their removal.
As an example of practical results that can result for large scale data mining, Gottlieb et al present a method for inferring novel drug indications [38] to find novel uses for existing drugs by mining drug-drug and disease-disease similarities across multiple sources; ranging from gene annotations to disease phenotype descriptions. By assessing overlap of their predicted novel uses with drugs currently in clinical trials, they show that disease-specific signatures can potentially predict new drugs. Going a step further, Sirota et al and Dudley et al actually find a novel use for the antilucre drug cimetidine as a candidate therapeutic in the treatment of lung adenocarcinoma and the anticonvulsant topiramate for inflammatory bowel disease [39, 40].

Given the need for detecting latent associations in large datasets of different types, Reshef et al devised new methods for finding interesting (nonlinear) relationships between pairs of variables in very large data sets [41]. In their paper in Science, they argue that maximal information coefficient (MIC) captures wide range of associations and that their method is applicable to diverse datasets such as those about global health, gene expression, baseball, microbiota in gut with good results.

Mass Phenotyping on the Rise

Looking ahead, it is reasonable to assume that Big Data in biomedical informatics will be far more than genome sequence data or gene expression data [42-44]. ‘Big Data’ should be considered in a comprehensive manner, including both large amounts of molecular measurements on a person (e.g., sequencing) as well as small amounts of routine measurements on a large number of people (e.g., clinical notes, lab measurements, claims data and adverse event reports). In contrast to the buzz around genomic-data-in-the-clinic or adverse event predictions, consider the example by Frankovich et al. [45]. When the existing literature and a survey of colleagues was insufficient to guide the clinical care of a patient, Frankovich et al applied trend analysis to the EMR data from 98 patients to "learn" a data-driven guideline on how to provide care for a 13-year-old girl with systemic lupus erythematosus (SLE) [45].

In terms of size, the EMR data from 98 patients is certainly not "big" as would be the case with genome sequences from 98 individuals. However, such approaches, which analyze data that is already routinely collected, are particularly valuable when a formal guideline is not available or feasible from a practical standpoint. Outside of healthcare and medicine, a small amount of data about millions of individuals is already being collected and mined by Web companies (e.g. a typical social network profile, when exported is a couple of GB) resulting in a gold rush around analyzing this "digital exhaust".

The idea of using user generated content for enhancing health and well-being is highly popular in groups such as the Quantified Self collaborative, which lists some 504 tools for collecting data on an individual for the purpose of self-tracking. Given the rising popularity of such efforts and the increasingly sophisticated monitoring mechanisms, there is a revolution underway in terms of what phenotypic data we can collect on an individual. We define "mass phenotyping" as the collection and integration of massive amounts of diverse phenotypical information (continuous variables or categorical) in order to discover patterns which would be invisible otherwise and correlate those patterns with health and well-being.

There are already some early successes at correlating genotypic data with such self-collected phenotypic data by individuals. For example, Tung et al show that over 180 associations of genotypes with specific phenotypes can be replicated using self-reported phenotypic data; although with lower precision than a clinical study [46]. In a similar study done in an academic setting Roque et al mined phenotypic descriptions from the free-text of electronic medical records to cluster patients based on disease co-occurrences and to suggest genetic hooks for phenotype "syndromes" [47]. In a highly innovative study, Frost et al show the feasibility of using patient-reported outcomes to profile the safety of two drugs prescribed off-label [48]. In fact, communities of individuals that participate in such collaborative mass phenotyping can even self-organized to conduct a "trial" for the utility of lithium carbonate in the treatment of Amyotrophic lateral sclerosis (ALS) [49]. In this particular study, at 12 months after treatment, the patient community found no effect of lithium on disease progression [49].

Looking ahead

It is tantalizing to imagine how scientific inquiry would be done differently if we collect and share access to lots of data—both genomic and "routine". How will the kinds of questions we ask change when we cross a certain data-threshold? [15, 50]. For example, researchers at Carnegie Mellon University built a scene completion tool by scraping millions of other images on the Web from public sources. After the system accumulated a corpus of millions of photos, completed scenes were indistinguishable to the naked eye. The case for big data analytics has already won over the legal domain in at least one application replacing armies of lawyers with computer algorithms designed for e-discovery, i.e., retrieval of relevant materials for a legal case [51]. Even the liberal
arts are embracing Big Data: capitalizing on Google’s efforts to digitize books, researchers in the humanities are blazing new trails in *culturomics* by examining language based on the analysis of word combinations occurring in millions of digitized books through time [52].

In recognition of this emerging mass phenotyping trend, a recent US National Research Council report [53] also acknowledged the role of new modes of population based research in enabling a new understanding of human disease and health states. In the United States, the government is making a highly visible push towards promoting the use of Big Data across multiple disciplines—including translational research that bridges the latest multimodal measurement technologies with large amounts of electronic healthcare data [11]. This is an exciting time when medicine begins utilizing massive amounts of data to discover patterns, trends, and to make predictions in a manner that is a mainstay of Web-scale computing [15].

Acknowledgments

N.H.S. is funded by the US National Institute of Health Roadmap (U54 HG004028 and U54 LM008748). The ideas around mass phenotyping benefited from discussion with Lawrence Hunter and participants at the Discovery Informatics Workshop 2012, supported by the National Science Foundation.

References